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Abstract

In many classification problems, some classes are more
important than others from the users’ perspective. In this
paper, we introduce a novel approach, weighted classifica-
tion, to address this issue by modeling class importance
through weights in the [0,1] interval. We also propose
novel metrics to evaluate the performance of classifiers in a
weighted classification context. In addition, we make some
modifications to the ART classification model [3] in order
to deal with weighted classification.

1. Introduction

Classification is an extensively studied problem in Ma-
chine Learning research. Despite this, many classification
problems exhibit specific features that render most classifi-
cation models ineffective. Several models have been pro-
posed to deal with class attribute peculiarities:

e In imbalanced classification [1] [9] problems, some
classes are supported by a very low number of exam-
ples. Unfortunately, traditional classification models
tend to ignore such classes, no matter what their im-
portance is.

e Cost-sensitive classification [7] [6] [5] models take
into account misclassification costs. These models are
useful when the cost of a false positive is not the same
for every class.

e Subgroup discovery [10]: In this case, there is only
a class that is important for the expert. The aim of
subgroup discovery is finding the most interesting sub-
groups of examples according to statistical criteria.

In this paper, we focus on a class attribute feature that
is ignored by traditional classification models: the relative
importance of each class.

2. The weighted classification problem

Each class in a classification problem may have a dif-
ferent degree of importance. In some situations, the user
might be interested in achieving the maximum possible ac-
curacy for specific classes while keeping the classification
model complexity to a minimum, even at the cost of lower
accuracy for less important classes. She might also desire a
minimum model complexity while preserving a reasonable
accuracy level, even for the most important classes. More-
over, different users could attach different importance de-
grees to each class depending on their personal goals even
for the same problem.

Therefore, we need classification inducers that take class
importance into account when building classification mod-
els. In order to represent the relative importance of each
class, we can resort to relative weights w; for each class.
For the sake of simplicity, we will assume that the weights
w; are floating-point values between 0 and 1. These values
can always be normalized.

In this work, we focus on getting classification models
as simple as possible for the important classes without pe-
nalizing classification accuracy. If we were only interested
in classification accuracy, existing models could have been
used. In particular, we could have used a cost-sensitive
model [7] by defining a cost matrix, which would have re-
flected the relative importance of each class. However, clas-
sifier complexity is also a fundamental issue in supervised
learning, since complexity is closely related to interpretabil-
ity. A classifier might be useless from a practical point of
view if it reaches a good accuracy level but is too complex
to be understood by the decision makers who need a ratio-
nale behind their decisions.

In particular, weighted classification models (that is,
classification models built by taking class weights into ac-
count) can be useful in situations such as the ones described
by the following examples from the UCI Machine Learning
repository [4]:
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e Extreme classes problems: In some problems, ex-
perts could be specially interested in properly classi-
fying ‘extreme’ classes, i.e. classes whose importance
is paramount in the decision making process. For ex-
ample, when dealing with the CAR data set, we could
be interested in getting clear rules for good cars in or-
der to recommend them (and for bad ones in order to
avoid them).

It should be noted that cost-sensitive classification
could have also been used in this problem, since the ex-
pert might be interested in not mistaking a bad car for
a good one, regardless of the required classifier com-
plexity.

o Two-class problems: In binary classification prob-
lems, it is relatively common for the proper descrip-
tion of one class to be much more important than the
other’s for providing the rationale behind a given deci-
sion. For example, in the ADULT data set, where the
class attribute is personal income, with values >50K
and <=50K, a tax inspector might be more interested
in people who earn more money in order to perform a
financial investigation.

e Classes and ontologies: When the classes in a clas-
sification problem can be organized somehow, we can
also resort to importance degrees in order to focus on
related classes that might be specially relevant for the
user. For example, a use hierarchy can be defined for
the 6-class GLASS data set: three kinds of glass are
used to make windows (one for vehicle windows, two
for building windows), while the other three have other
applications (containers, tableware, and headlamps). If
we were interested in identifying glass from a broken
window, we could assign high importance degrees to
all the kinds of glass used to make windows.

After the definition of weighted classification and the
study of potential application areas, we face the problem
of evaluating weighted classification models. In this paper,
we propose two metrics that take into account class impor-
tance. They might be helpful when evaluating the accuracy
and complexity of weighted classifiers:

e Classifier accuracy is the main goal of any classifica-
tion system. In weighted classification problems, we
recommend the use of the following weighted accu-
racy measure:

#classes

wAcc = Z w; - acc(i) (D

i=1

where acc(i) is the average accuracy for the i-th class,
w; is the weight for the i-th class, and #classes is the
number of classes.

e We also propose an analogous weighted complexity
measure for evaluating classifier complexity, which
is closely related to its understandability and inter-
pretability:

#classes

wOpacity = Z wj - opacity(i) 2)
i=1

where opacity(i) is the value of the complexity mea-
sure for the i-th class. For instance, opacity(i) might
represent the average depth for nodes belonging to the
i-th class in a decision tree. In this case, the complexity
measure for i-th class can be defined as follows:

ZzEclass(i) level ('T)
freq(i)

where level(x) is the depth of the leave corresponding
to the example x, freq(i) is the number of examples
belonging to i-th class, and class(4) is the set of exam-
ples belonging to the i-th class.

opacity(i) = depth(i) = 3)

A weighted classifier should be evaluated according to
these measures. An optimal classifier would optimize all of
them at the same time, although this multi-objective opti-
mization is not always possible, so we will usually have to
achieve a trade-off between accuracy and complexity.

3. Adapting ART for weighted classification

In this paper, we show how standard classification mod-
els can be adapted for dealing with class weights. In partic-
ular, we focus on the ART classification model [3]. ART,
which stands for Association Rule Tree, is a Separate and
Conquer algorithm that is suitable for Data Mining appli-
cations because it makes use of efficient association rule
mining techniques.

The special kind of decision list ART obtains can be con-
sidered as a degenerate, polythetic decision tree. The ART
algorithm outline is shown in Figure 2. Unlike traditional
TDIDT algorithms, ART branches the decision tree by si-
multaneously using several attributes.

Internally, ART makes use of association rules in order
to find good descriptions of class values. When evaluating
candidate rules, the classical confidence measure used in
association rule mining is employed to rank the discovered
rules, even though alternative criteria might be used [2].

Once ART discovers potentially useful classification
rules, they are grouped according to the attributes in their
antecedents, as shown in Figure 1. A rule selection mecha-
nism is also necessary for choosing one of the resulting rule
groups. The chosen group is used to branch the decision
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{As&By — C1, B4&Co — Ca, Ay&By — Cs,
30&01 — 01, AQ&CQ — 01}
U
{Ag&BQ — Cl, A4&Bl — CQ}
{34&02 — CQ, Bo&Cl — Cl}
{AQ&CQ — Cl}

Figure 1. Grouping rules with compatible an-
tecedents

tree and the whole process is repeated for the remaining ex-
amples.

In the following sections, we propose some modifica-
tions to the rule evaluation and rule selection criteria used
by the ART algorithm in order to deal with weighted classi-
fication problems.

3.1. Weighted selection criterion

As we have mentioned before, a selection criterion is
needed when alternative sets of rules are considered good
enough to branch the tree. In ART, the criterion is based on
the support of the rules belonging to the group. The best set
of rules is the set that covers the maximum number of ex-
amples. However, this approach does not take the weights
of the rules into account. We propose a modified criterion,
which we call weighted coverage:

>

reRuleSet

weightedCoverage(RuleSet) =

where w(r) is the weight of the class in the consequent of
the rule r and support(r) is the number of examples sup-
porting the rule r. In some sense, this is similar to the idea
used in boosting algorithms such as AdaBoost [8].

By using weighted coverage, the set of rules that cover
a larger number of more important classes is preferred over
other sets. Since such a set will be selected as soon as possi-
ble, its level in the tree will tend to be lower and, therefore,
the classifier opacity is expected to be reduced.

3.2. Weighted rule evaluation criterion

ART uses confidence as rule evaluation criterion by de-
fault. A rule is a good or valid rule when its confidence
value is above a threshold that is determined by the mini-
mum desirable confidence value and a tolerance margin. To
be precise, a rule r is valid when:

evaluate(r) > MinEval — Tolerance
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support(r)-w(r)

function ART (data, MaxSize, MinSupp, MinEval): classifier;

// data: Training dataset

/I MaxSize:  Maximum LHS itemset size

// (default value = 3)

/I MinSupp:  Minimum support threshold

1 (default value = 0.05 = 5% )

// MinEval:  Minimum desirable rule evaluation value
// (1.0 confidence threshold by default)
k=1, // LHS itemset size

list = null; // Resulting decision list (degenerate tree)
while ( (list is null) and (k < MaxSize) )

// Rule mining
Find all the confident rules from input data with
k items in the LHS and the class attribute in the RHS
taking the rule evaluation tolerance into account
e.g. {Ai.a1 .. Ap.ap} = {C.c;}

if there are candidate rules to grow the list

// Rule selection
Select the best set of rules with the same set of attributes
{A;..A;} in the LHS according to the selection criterion.

// Tree branching

list = List resulting from the selected rules
{A1.a1 .. Ag.ar} = {C.c;j}, where
all training examples not covered by the selected
association rules are grouped into an ‘else’ branch
which is built calling the algorithm recursively:
data = uncovered data // Transaction trimming
MinEval = max,¢cj;s¢ evaluate(r)
list.else = ART (data, MaxSize, MinSupp, MinEval);

else
k=k+1;

if list is null // no decision list has been built
list = default rule labelled with the most frequent class;

return list;

Figure 2. ART Algorithm Outline
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where evaluate(r) represents the rule quality according to
the chosen evaluation criterion.

The key idea behind the adaptation of ART rule evalua-
tion criterion to weighted classification is adjusting the tol-
erance margin according to the class of the rule we evaluate.
Here we discuss three heuristics we have devised while try-
ing to solve this problem. The experimental results we have
obtained with them can be found in Section 4.

Tolerance Reduction (TR). If we only accept rules for
the less important classes when their accuracy is very high,
rules for the important classes will be more likely to be se-
lected. This idea is expressed in the next formula:

7 MaxzWeight — w)
MaxW eight

where w is the weight for the class of the rule being evalu-
ated and MaxWeight is the maximum weight of the classes
in the classification problem at hand. In the expression
above, tol represents the original value for the tolerance in
ART (0.1 by default) and tolr R is the adjusted tolerance.

Using this heuristic criterion, when w equals the maxi-
mum weight, tolrr = tol. That is, the original tolerance
margin is preserved for the most important class. How-
ever, the tolerance margin will be reduced for any w <
MazxWeight.

tolrr = tol - (1

Relative Weight Premium (RWP). In this case, the tol-
erance margin will be increased according to the importance
of the class. If the class is not important, the tolerance mar-
gin will be similar to the one used in ART. When the class is
important, the tolerance margin will be higher, thus ensur-
ing that more rules corresponding to important classes will
be considered during the classifier construction.

w — MinWeight
MaxWeight — MinWeight

tOlpr:tOZ-(l+ )

When w equals to the minimum weight, tol gy p = tol.
If w corresponds to the maximum weight, the fraction be-
comes 1 and tolgywp = 2 - tol. For any value between
MinWeight and MaxWeight, the tolerance will be propor-
tionally increased.

Weight Premium (WP). RWP increases the tolerance
margin for important classes. However, it drives tolerance
to the same values [tol, 2 - tol] regardless of the particular
weights chosen by the user.

For instance, if there is a 2-class problem, the tolerance
margin becomes 2 - tol for the most important class and tol
for the less important class using RWP. These margins will
be the same no matter if our weights are (0.9, 0.1) or (0.6,
0.4).

Table 1. Data sets used to evaluate ART in
weighted classification.

Dataset Size | Attributes | Classes
ADULT 48842 15 2
AUSTRALIAN | 690 15 2
CAR 1728 7 4
CHESS 3196 36 2
GLASS 214 9 6
HAYESROTH 160 5 3
HEART 270 14 2
IRIS 150 5 3
MUSHROOM 8124 23 2
NURSERY 12960 9 5
PIMA 768 9 2
SPLICE 3175 61 3
TICTACTOE 958 10 2
TITANIC 2201 4 2
VOTES 435 17 2
WAVEFORM 5000 22 3
WINE 178 14 3

We can easily modify the RWP criterion if we normalize
with respect to the maximum weight in absolute terms:

w — MinWeight)
MaxW eight

Using this heuristics, the tolerance margin in the (0.9,
0.1) case becomes (1.88 - tol, tol) whereas in the (0.6, 0.4)
case it becomes (1.33 - tol, tol).

tolwp = tol - (1 +

4. Experimental results

In this section, we evaluate the performance of our mod-
ified ART algorithm by performing standard ten-fold cross-
validation experiments on several data sets available from
the UCI Machine Learning repository [4]. The data sets we
have used in our experimentation are summarized in Table
1

We have used two kinds of weight distributions to deter-
mine the effect of a particular set of weights on classifier
accuracy and complexity:

e First, we have performed experiments using extreme
values for the class weights. We have selected a single
class as the truly important class and we have made the
others unimportant. We have assigned a 0.1 weight for
all the unimportant classes and we have set the weight
of the important class so that the sum of the weights
equals 1. For instance, we have tested a weight distri-
bution of (0.9, 0.1) for 2-class problems, (0.8, 0.1, 0.1)
for 3-class problems, and so on.
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e We have also tested a different kind of class weight
distribution. Again, we have considered one class to
be more important than the others but, in this case, the
difference between the weight of the important class
and the weight of the unimportant classes is not so ex-
treme. Table 2 shows the particular weight distribu-
tions we have used.

Table 2. Non-extreme values for the weights

Number of classes Weights
2 (0.7, 0.3)
(0.6,0.2,0.2)

(04,0.2,0.2,0.2)
(0.5, 0.125, 0.125, 0.125, 0.125)
(0.4,0.12,0.12,0.12, 0.12, 0.12)

AN AW

For each data set in Table 1, we have performed 2 - ngs
experiments, where n 4 is the number of classes in the data
set. In each pair of experiments, we have selected a par-
ticular class as the important class and we have performed
two cross-validation experiments, using extreme and non-
extreme class weights.

Table 3 shows the experimental results we have obtained
using the extreme weight distributions.

Each row in the table summarized the results obtained
from a particular combination of heuristics. Each column
in the table shows the overall average of each one of the
measures we have used to evaluate the classifiers, as well
as the number of times a particular heuristic combination
matches or improves the standard ART algorithm (out of
the 48 individual experiments performed for each heuristic
combination).

The wAcc and wOpac measures correspond to the
weighted accuracy and complexity metrics introduced in
equations 1 and 2. The Acc_mic measure stands for the
classifier accuracy with respect to the most important class,
something that could be specially relevant to check the bias
weights introduce in the learning algorithm. In a simi-
lar way, Opac_mic represents the average classifier opac-
ity for the most important class (i.e. the average depth of
the nodes corresponding to the important class in the re-
sulting decision trees). Finally, Acc represents the standard
cross-validation classifier accuracy, while Opac is the aver-
age classifier opacity (i.e. the average decision tree depth),
both without taking class weights into account.

The experiments show that the best results with respect
to classifier complexity (about 20% improvement) are ob-
tained by the RWP heuristics when combined with the stan-
dard coverage rule selection criterion.

It is important to emphasize that we achieve a 20% re-
duction in complexity without significantly penalizing the
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Table 3. Experimental results obtained using

extreme values for the class weights.

Opac
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Standard ART

Confidence + WCoverage

TR + Coverage
RWP + WCoverage

TR + WCoverage
RWP + Coverage
WP + Coverage
WP + WCoverage
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Table 4. Experimental results obtained using
non-extreme values for the class weights.

Opac
533

NN~ s A

Acc
3.
87
35
36
33
40
84
85

A~ A~~~

586
81 (40
65 (42
65 (43
46 (47
50 (46
98 (47
93 (47

Opac_mic

~AamAAaA A A A~

Acc_mic
8
27
04
92
85
40
39
43

wAcc
8

wOpac
5

Confidence + WCoverage

TR + Coverage
RWP + WCoverage

Standard ART
TR + WCoverage
RWP + Coverage
WP + Coverage
WP + WCoverage

classical measures (Acc and Opac) nor their weighted coun-
terparts (wAcc and wOpac).

As mentioned above, we have also performed some ex-
periments using non-extreme weights distribution. Table 4
summarizes the results we have obtained. Once again, the
classifier opacity (wOpac) is reduced by most of the heuris-
tics we had devised. In addition, accuracy does not get
worse and even improves in some cases.

Regarding to the heuristics we have developed to adapt
ART to weighted classification, TR plus coverage tends to
get the best results for accuracy measures, with minor im-
provements in classifier complexity. On the other hand,
RWP plus coverage behaves better with respect to complex-
ity measures without penalizing classifier accuracy, one of
the main goals behind our work.

5. Conclusions and future work

Balancing complexity and accuracy in classification
models is a difficult trade-off. We have devised a decision-

list-oriented algorithm that finds shorter descriptions for the
most important classes (as defined by a class weight assign-
ment), and we have done so without penalizing classifier
accuracy.

Several measures have been proposed to evaluate the be-
havior of supervised learning techniques in the context of
weighted classification. In the experiments, we show that
our method behaves well with respect to these novel mea-
sures, as well as with respect to the traditional measures of
accuracy and complexity.

We expect to see a growing interest in complexity-
oriented classification models in the near future. In particu-
lar, we intend to extend the work we have presented in this
paper to general decision tree classifiers by introducing the
appropriate complexity-oriented heuristics in the decision
tree building process.
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